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I. INTRODUCTION

Before group complementary code concepts are described, a short reviow
of the benefits and techniques of pulse compression in sensor systems is
presented. r,21

Pulse compression involves the rearrangement of the temporal distribution
of energy in a pulse in such a way that a long pulse with a given energy
is transformed to a shorter pulse with the same energy. The instantaneous
power during the shortened pulse is therefore greater than the instantaneous
power during the long pulse, since the total energy is the same for both.

Pulse compression is useful in target sensor systems for several reasons.
Rccause target tracking is essentially a process of measurement of the time of
arrival of a waveform, pulse compression allows a more precise measurement
of arrival time and therefore of the range to the target. If the active
sensor is peak power limited, as is usually the case, pulse compression
allows long pulse, limited peak power systems to have performance equivalent
to a shorter pulse higher peak power system. Of equal or greater importance
is the improved range resolution afforded with pulse compression.

Ideally, pulse compression is implemented with matched filters where the
processing device is a network with impulse response matched to the time
reverse of the long pulse waveform. This matched filter operation results in
maximizing the signal-to-noise ratio and in optimum detection of the target.
Figure 1 illustrates the concept of pulse compression.

Pulse compression provides a radar sensor with

o I>TROVED RANGE RESOLUTION

o EQUIVALENT DETECTION PERFORANCE TO A HIGH PEAK POWER SYSTEM

o IAXIMIZED SIGNAL-TO-NOISE AND OPTIMLM TARGET DETECTABILITY
THROUGH MATCHED FILTERING

LONG PULSE COMPRESSED PULSE

7 PULSE

NETWORK

S
Figure 1. Pulse compression in target sensors.
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Pulse compression techniques can be implemented using transversal

filtering. Essentially, the method is to delay the energy arriving early

in the long pulse period, add it coherently with the energy that arrives
later in the pulse, and output the resulting shorter pulse. Two technical

issues that arise in the evaluation of the effectiveness of the pulse
compression systems are sidelobes in the compressed pulse wave form and the

response of the transversed filter to other, nonmatched waveforms which may
be present in the received signal. The nonmatched waveforms could be the

result of receiving the transmission of other deployed sensors or the result

of the transmission of intentional jammers. Figure 2 illustrates the
implementation of pulse compression using a matched transversal filter.

An array of waveforms has been used for pulse compression, including
binary coding of the phase of a carrier signal (bi-phase modulation using

binary codes)[ 3 ]Perhaps the best known codes for use in bi-phase modulation

implementations of pulse compression are the Barker Codes. Other binary
waveforms that have been used for pulse compression include pseudo random

codes and random binary codes. Nonbinary waveforms that have been used

* for pulse compression include FM modulated signals and polyphase codes.

- E.A LT.

Figure 2. A matched transversal filter for pulse compression,
the weighting network provides an inpulse response

matched to the time reverse of the input waveform.

A problem that has limited the utility of pulse compression and correlation
receivers in radar systems has been the existence of temporal/range sidelobes

in the correlation function of the radar waveform. These sidelobes allow
out-of-range-gate returns, such as clutter, to compete with a target in a
particular range gate. A number of research efforts have addressed this

problem in the past, and several waveform designs have resulted in the potential
reduction or elimination of the range sidelobe problem. For example, Barker
codes (also known as perfect binary words) limit the range sidelobes to a
value of 1/N, expressed in the autocorrelation function:

* 'C(-)! , I/N, where T = iT and i # 0,
, , -- C



where N is the code length and T, is the reciprocal of the code rate. Figure 3

illustrates the correlation function of a length 13 Barker Code. Barker

codes are known for lengths only up to N = 13, and they do not match the

desired "perfect" range correlation property,

1 if i =0

;C(iTj =

0 if i 0

Figure 3. Absolute value of the normalized autocorrelation
function of the 13-bit Barker code.

Application of Golay code pairs (also known as complementary sequences)

involves processing two coded pulses at a time in a radar processor to

Meliminated the range sidglobes[ 4 1 These codes have the property that when
their individual range sidelobes are combined (algebraic addition), the composite

sidelobes completely cancel, yielding the desired perfect correlation property.

Complementary sequences are known to exist for a limited number of sequence

lengths, including N = 2, 4, 8, 10, 16, 20, 32 and 40.

* Several properties of binary code waveforms are desirable if they are to

be used in implementing pulse compression in the target sensor component of a

missile or fire-control system. These include very low or zero cross correla-

tion with other binary codes that may be implemented in sensors deployed

nearby. These properties would ensure that there would be little or no degrada-

tion in sensor system performance due to out-of-range clutter returns, multiple

* target sidelobes, or from mutual interference between deployed sensors using

different codes.

Long inary codes with the desired properties are required in order to

implement waveforms with large time-bandwidth products and large pulse-width
compression ratios. This document describes the structure and properties of

such a waveform, called group complementary codes.



II. STRUCTURE AND PROPERTIES OF GROUP COYPLEN!ENTAl-Y COPES

Group complementary codes are extensions of the complementary code

concept introduced by Golay.[4] The codes discussed here are matrices of K by N
binary elements, and the pulse compression processing involves transforming

K long pulses, each coded with one of the K rows of N-bit binary words, into
one single short pulse. Therefore, the pulse compression is a composite

operation over a number of pulses rather than on a single pulse.

The implementation of the multipulse processing technique could take

several forms but would necessarily require the storage of the partial
correlation resulting from each of the K pulses to form the composite matrix
correlation. One means of implementing the concept would utilize Charge
Coupled Device (CCD) delay lines for storage of each of the K pulse correlations.

fi The device would then provide K inputs for the formation of the composite

compressed pulse. Another implementation would involve the use of one
integrator to accumulate the range-time samples resulting from correlating
the K pulses. Figure 4 illustrates the multiword pulse compression concept
where - is the width of each code pulse, T is the single pulse unambigious

intervay, and KT is the group unambigious interval.

A group complementary matrix is composed of K rows and N columns with
each element being a pulse or minus "l". Each row is a code word used to
encode each of K radio frequency pulses using bi-phase modulation.

The first K-1 rows are shifted versions of the same maximal length
code word but with an extra bit of value "l" added at the end. The last row

of the matrix is composed of all "l"s. Since a new matrix may be established

for each unique maximal length word, M unique matrices exist for M unique code
words.

P( L E

. T P! 7

~:K LL.

R0CLV'

* Figure 4. Multiword pulse compression.

e6



a

A very large set of group complementary matrices may be guneratcd from
this configuration. An initial unique, but square, matrix may be operated
upon in four different ways, in combination or separately, to generate new
group complementary code matrices while maintaining the desired and beneficial

properties: (1) one or more columns may be truncated, (2) columns or rows may
be interchanged, (3) one or more rows may be complemented, and (4) one or

more column- may be complemented. This provides a maximum number of possible

code matrces as:

K-1

M K! N! K! 2 N )K

N=O N!(K-N)!

which reduces to
I? KK

M(K!) 2 K E _2_

N=l (K-N)!

However this includes duplicate matrices and the total value only serves as a

gross upper limit on the number of available matrices. For one unique maximal
q length code and an initial matrix with 16 rows and 15 columns this would result

in an upper limit of more than 3.10 X 1036 group ccmplementary code matrices

as compared with 2NK possible matrices without including truncated columns.

This would be 216(15)or greater than 1.76 X 1072.

Three examples of group complementary matrices are presented in Figure 5.
The first is a square matrix with N = K = 2 n rows and columns. Each of the
first K-i rows except for the last bit, is a shifted version of the same

manimal length code. The last row is all "l"s. The second example is derived
from the first by truncating the last column of the first martix and the third

example is derived from the first by truncating the last two columns.

The first code structure shown in Figure 5 is an example of a square
matrix, H, which satisfies

H.HT = NI

where HT is the transpose of H, I is the identity matrix, and N is the order

of H. Such a matrix is called a Hadamard matrix if its elements are +1's and

4 -l's and satisfy the above relation.[5] ,[6)It is clear that a group complemen-

tary matrix with

K = N 
n

is a Hadamard matrix where n is an integer and is the order of the maximum
length sequence comprizing the first N-i elements of each row of the matrix.
All other cases of group complementary matrices are truncated (columns

truncated) Hadamard matrices.

Group complementary codes have optimized autocorrelation properties;
that is, all autocorrelation sidelobes within the principal interpulse period

are identically zero when the autocorrelation function is formed from the

composite of K pulses. Figure 6 illustrates the autocorrelation of two
repetitive waveforms, one using the same code word and the second using K code

7



Exampl e 1 - 2" a&n izteger

Example 2: MK PN1 n ann in.Jtre ego

N. 8

i-i. - -1 2. 1 -L 1 1

L. -1 -. - 1 1 -2

2. -2. -1 -2. -1 -1 1 2.

K-E
1 - -1- 2. -1 - --

-L 1. 2 -L 2. -2. -2.

-2. -2. 1 -1 1 -L

2. 1 1 1 1 1 1

* ,'.1 -2. -2. 2. 1. -1. 1'7

2. -L -1. -2 2 2. 1

-2. 1 -1 -. -2. 1. 1

1 -. 1. -2. -. -1 2.
' K.s 1 1 -1 1 -1 -2. -2.

-2. 2. 2 -2. 1 -2. -2.

-1. -2. 1 2 -2. 2 -L

Exaniple

* 2. -2. -2. -L . 2

-1 2. -2. -1 -2. 2

2. -1 1 -2. -2. -2

2. 1 -2. 2 -2. -2

* -2. 2. 2. - 2. -2.

-L -2. 1 . -2. 2

2. 2. . 2. . 2.

* Figure 5. Group complementary code matrices:

three examples.
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words. Kith K codc words, the pr inc ip ii I i i , ,,:; in t ,rvil 1 ., n I -. i:

from T to KT units and the S id l,01':; in t !c int rv. I - i ' v ", A
reduced to :'ero. .cco d-t ime-arotin,' ( .i ,,VI:; rc;pn cc:; .0 ii <i. p Itc
from the pt-ak of th atitocorrelati' n flnct i ,v ictr F .i -r; ,r ,

the second-tipue-around rvpons,s in An 111',, )11 i I > s c r ;L.' t,.: .t I .i

is analogous to the casc of interpul:c ' in. ,. '. c citV:'.' i V "k': :lAt c

by a ; inglc inary L'lMLnt

The structure o Iroiip ,omp. muntarV inl L .n ' 1 ; l 1i '; , ll.,i,!

ing each group complementary matrix l :; t C 7:0 it .t nu1 r, I '',' tr:;,

each vector being a shifted version ,! .:um Asnotl scqu,.n,, r .a

vector with all +1 eI , me nts;. i i re how:; thc ';tri, t r, 'I .c r, p
complementary matrix.

l.. -2

Figure 7. .-tructi re )f ,,roup cOmp 1.emtn tarv'' Mat r ix iS O'sPo5sitLes 0 maximal
length vectors and a I I "I" v, ctr s

In the figure >1(S) is a maximum lencth sequece with a -''lie shift, f S bins.
For example, if

-.(1 -I -', -1 1 1 -]
>1q(3) = 1 -l -l -1 -I •

The i-turcture for calculating the corr' latiou between .i 4rap complv-
mentary matrix and a shifted version of itself, at one particular sdhift, is

* indicated in Figure 8. Flit 'o rreldt im for a ,iven ;hift is the sim of K

part ial correlat ;on re sI ts .i s shown in Figur 'I, %.shcre i ( )  ii; i partial

correlation result, and it will be shown that

C(7 ) = () f) fo r I i I; -

and -1a n d

0Q
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The group complementary matrix can be segmented in a different but

equivalent manner as shown in Figure 10 because each column is a previously

identified maximal length code arranged in the order shown.

"i / / / / 'c) / .

o/
/ ~i1

,I/ I / /- / . . " "!

• ~ ~ ~~~ _ , |,-,-,,;

I / '// ,' ///

/ - ,,j//// ,,

_ I,. , . ,,/6

Figure S. Formation of autocorrelation function for a group

i complementary matrix for a particular shift.

For this alternate interpretation of the matrix of Figure 10, the structure

for calculation the correlation at a particular shift is shown in Figure 11.
The correlation is the sum of (N- -) partial correlation results as shown

in Figure 12. From the two alternate interpretations of the matrix, with Pi

* defined by Figure 12,

K-1 N--

Ch-) = (-) Pi
i= 0 i=li

because each product of elements contributing to the sum once and only once

for row to row correlation exist once and only once in the sum for column to

column correlation. In the latter there are fewer columns to add, but each

column has more producted elements.

61
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Figure 9. Autocorrelation for a shift for group complementary matrices.

Figure 10. Alternate interpretation of the structure
of 4rIip 'omplcentorv matrix.

12



A detailed examination of thc calculation ,f an P term stows that if
i N - the calculat ion is the :orrelat ion of a maximum I -ngth sequLnce with
a shifted version of itself plus a I. This result will always he 0. If i = N
- the calculation is the corriLation of a maximum Length sequence plus a l
with an all "1" vector. This result also will always be 0. AnU thurfore

K-i N-- -
C(-) = L C.(-) = E I = 1, # 0

i= i-iS
since all Pi are zero. Also, C(0) = KN since this is perfect correlation for
no shift. An example of a group complementary matrix structure where eight
code words are used, each with 6 bits, is shown in Figure 13 with the principal
Dortion of its autocorrelation response.

, //

/ .'//

*/ / / /...

/ ,'/Vi
///,/,

1 ,"" "/ /
. //,"-

I

//
/ / '//

- - ,,_ / _! /
I I '/ ,l 1 1

Figure 11. Formation of autocorrelation function for a

group complementary mart ix.

Multiple-time-around responses are observed when the received code word

occurs at multiples of the unambiguous interval. This results in weak
responses which appear far removed from the main peak unambiguous response.

* Two cases may occur, one when different code words (rows) are in phase
alignment and the second when partial alignment occurs.' In the first case
the response is identically zero because two maximal length codes are cross
-orrelated when one is a shifted version of the other and the extra bit at
the end of each word reduces the correlation to zero. In the second case the
response will be due to the aperiodic prope 'ty of code word and can be minimized
*y choosing maximum length code words with manimum aperiodic sidelobes.

13
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Figure 12. Alternate means of calculating autocorrelation shift
for group complementary matrices.
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Figure 13. Pulse compression using group complementary binary
codes with optimized autocorrelation properties.



III. GROUP CO TLEMENTARY CODE IMTLEYENTATION

Group complementary codes may be implemented in hardware in a number of

ways. On particular implementation is shown in the simplified schematic

diagram (Figure 13A). K pulses are generated and transmitted at a given pulse

repetition rate (PRF). Each pulse is encoded with N bits of bi-phase modulation.

After transit delay to the RF reflector of interest, the received signal is

cross correlated with an appropriately delay reference code. K pulses are

added to form this range gate output. This process effectively accomplishes

range gating, and the desired number of range gates are formed ',y a
corresponding number of correlators.

The RF pulses to be transmitted are generated in the Transmitter/Local

Oscillator Frequency Reference Unit. Each pulse is encoded using bi-phase
modulation and this is accomplished at the Modulator where the phase during

the RF pulse is changed by 180 degrees or not changed according to the base

band video code word. The code word is developed in the Code Generator Unit

and it is composed of N bits of a digital word which controls the phase
changes according to the bit pattern. The code word is commensurate with the

RF pulse in time of occurrence and duration.

A
The encoded RF pulses are routed to the circulator which in turn directs

the RF energy to the antenna. The radiated pulses are received by the

antenna upon reflection from objects in the antenna field of view. The received
pulses are routed through the circulator to the first mixer. Here the received

signals are translated in frequency to the first Intermediate Frequency (IF)

amplifier's center frequency for amplification and filtering. Output of

this unit is routed to the second mixer for further translation and amplification

at the second IF frequency. The output of the second IF amplifier becomes one
of th.e two input signals which the correlator operates upon. The second

input signal to the correlator is a base band code word derived in the Code
Generator Unit. The correlator is composed of a mixer and an integrator to
carry out the cross correlation function between the received code word and

the reference code word. The reference code word is a delayed version of the
transmitted code word. The delay corresponds to the range of interest for

a given range gate. Additional range gates are formed with additional
correlators and delayed reference code words. The range gate is formed by
summing the output of the correlator after each cf K pulses are received.

This summation is accomplished by the integrator and its output becomes

the range gate output.

The Code Generator Unit develops the code words to be transmitted. K unique

code words are transmitted before the sequence is repeated. Each correlator
requires a reference code word of appropriate delay for each transmitted code

word. The reference code words are also developed in the Code Generator Unit.

* The code words are stored in the Code Storage Unit, a read only memory (ROM).

Each word is N bits in length and at the appropriate time is transferred to

the Transmit Code Register or the Reference Code Register. This is accomplished

by the Timing and Control Unit which feeds the code word address generator.
Each code word is stored at a unique address in the ROM and as each word is

addressed it is transferred to the parallel-in, serial out code register for

either transmission or reference. Each transmit word is shifted out of the

register in serial form to encode the RF pulse while the same word is shifted

16
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in serial form out of the Code Reference Register at the correct timnc for a
given correlator; then a one bit delayed version is shifted out on a separate
line to the next correlator. The proper reference code is routed in the
same fashion, with the proper shift and delay, to all other correlators. The
process is then repeated with a new code word on the next transmission, with
the Timing and Control Unit providing the proper signals to maintain proper
synchronization.

IV. CODE OTRHOGONALITY

Group complementary codes have another beneficial property which can be
exploited in sensor design and developments. This feature involves mutual
orthogonality of code matrixes. As previously discussed, the group ccmplementary
code matrix, A, from Figure 13 may be operated upon to create new matrices

while maintaining the autocorrelation properties of the original matrix. A
special case is when N is even and N/2 columns of the uriginal matrix are
inverted to form a second matrix. For this case, the cross correlation
between the two matrices is identically zero. This is an ideal property
for two closely deployed sensors, whose transmissions can be sychronized,
each using one of the code matrices for pulse compression. This provides
mutually noninterferring operation over the unambigious interval T. Some
sidelobes will be formed at time shifts greater than T but will be exactly
zero again at multiples of T. Figure 14 shows an example of two mutually
orthogonal matrices where the second, fourth and sixth columns of the first
matrix have been inverted.

From a given K by N group complementary "seed" matrix, where N is even,
a new set of N code matrices can be formed with optimized autocorrelation
and mutual noninterference (orthogonal) properties. A synthesis procedure can
be fotmulated as a matrix operation,

Ai = A0 Ii K

whereA 0 is the "seed" code matrix, Zi is an N element vector with binary
elements +1 and -1, and K is an N element vector with all ones,

K = (1 1 1 .... 1).

'i. is a set of vectors of order N. When comparing element for element
letween any two vectors in the set 'Ti,, there are exactly N/2 agreements and

N/2 disagreements for an 8 x 8 seed code matrix.

A set of Ti vectors are shown in Figure 15 and these would permit genera-
tion of eight mutually orthogonal matrices from the initial seed A0 . If M

0 orthogonal matrices are desired (M equal to or less than N) N-T i vectors are

required.
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seed 8 by 8 group complementary code matrix and produce

* a set of eight mutually orthogonal complementary code

matrices with optimized autocorrelation properties.
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7'.e set of transformation vectors shown is not the only set that will
synthesize a set of orthogonal group complementary code matrics from the
seed, but it serves as an example of the procedure. Specifically each vector
is orthogonal to all other vectors in the set.

The number of mutually orthogonal, N matrix, sets that may be formed
using a set of transformation vectors can be large. For example, for N = 4,
16 Ti vectors are available. Figure 16 presents each vector which accounts
for all 16 possible cases since N is equal to 4. Eight pairs of these vectors
are complements of each other and they are not orthogonal. Therefore, the
pair members may not be used together. Thirty-two sets of 4 orthogonal
matrices may be generated using selected members of the vectors while excluding
one pair member.

Figure 17 presents the selection of transformation vectors, in groups of
four, which may be used to generate 32 sets of matrices in which each of the
four members are orthogonal among themselves.

The existence of sets of orthogonal group complementary matrices allows
the synthesis of a large group complementary matrix structure with N columns
and K rows and results in the condition N>K.

The synthesis procedure is to form a composite matrix by horizontal
concatenation of all the members, or a subset of the members, of a set of
mutually orthogonal group complementary matrices. For example, a set of
four mutually orthogonal group complementary matrices are:

2

L /

L I U

-[ A 1 1 i i- I 9. 9 1 -
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1 -= 12 - 14

16= 1 -171

L -I i- 1 L4I

1= 1T2:  112iT4= ,

-1 1 1 1

-1 11

-1 -i

T-16 1= 171= 11

1 -1 -L 1

1 -I 1

Fiur 16 Sixee 1etr hc emt4nrto f3 eso

,T9 -1 I0= 1 II= 1 I 12= -1

1-1 -1 1:

9d

1-I -1 1

*I3r -i 14= 1 TI5= 1I L6 1

* Figure 16. Sixteen vectors which pernut generat ion of 32 sets of

matrices, each set has four mutually orthoconal members.
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which is in a 16 column y -4 row matrix. That thbis matrix has -roup
r complementary properties can e shown by observing the overlap rc2ions in

the diagram below:

AO A1  A) A 3

I I I I I I I

I A, A, A I A 3M

The total autocorrelation is the sum of several partial correlations, all of
which are zero from the mutually orthogonal and zero sidelobe matrix property.
The new, but larzer matrix retains the desired group complementary properties.

4 . , 7 -,T

2'

- .. 2 .- 2 i ' 2

or th a - w .' :-

". , ., £ .. . I

-. . "T2 ' -
14 g2 ' j S' . .. . . .22

Figure 17. Vectors for generating thirty-two sets of mutually
orthogonal matrfi-es with' four members each.
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I V. S'YTARY

Group c omp I emen tary c ode sets I Ave p t i mized ant oc or r I aLt ion and c r(ss-

correlat ion propert ies over the S ingI L pu I se Inamlb 1guoUs interval These

propert i es , coupled with the re 1 at ive ease of impl I emn t ing hi phase hi nary
coding, make these waveforms strong candidates for s;ensor pill se-compress ion

applications. The advantages of group complementar:' code sets are summarized
below:

o :a tch ed F il tering for Opt im ized Detect ion

o Reduced sensitivity to out-of-range clutter and multi-target returns
through opt imized au tocorrelat ion.

o Large number of Group Complementary Codes available.

0 Reduced sensitivity to mutual interference through orthogonal

code sets.

o Large sets of orthogonal waveforms available.

0 Ease of implementing the waveforms in a sensor system with read-

only memory (RON) for storage of codes and biphase carrier modulation.
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